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Linear Support Vector Machine Course Introduction

Course History

NTU Version

. 15-17 weeks (2+ hours)
. highly-praised with English
and blackboard teaching

goal: try making Coursera version
even better than NTU version

4

. 8 weeks of ‘foundations’

(previous course) + 8 weeks
of ‘techniques’ (this course)

. Mandarin teaching to reach

more audience in need

- slides teaching improved

with Coursera’s quiz and
homework mechanisms
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Linear Support Vector Machine Course Introduction

Course Design

from Foundations to Techniques

. mixture of philosophical illustrations, key theory, core algorithms,
usage in practice, and hopefully jokes
- three major techniques surrounding

- Embedding Numerous Features: how to and
numerous features?
—inspires (SVM) model

= Combining Predictive Features: how to and

predictive features?
—inspires (AdaBoost) model

= Distilling Implicit Features: how to and implicit
features?
—inspires model

allows students to
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Linear Support Vector Machine Course Introduction

Fun Time

Which of the following description of this course is true?

© the course will be taught in Taiwanese

® the course will tell me the techniques that create the android
Lieutenant Commander Data in Star Trek

©® the course will be 16 weeks long
O the course will focus on three major techniques




Linear Support Vector Machine Course Introduction

Fun Time

Which of the following description of this course is true?

© the course will be taught in Taiwanese

® the course will tell me the techniques that create the android
Lieutenant Commander Data in Star Trek

©® the course will be 16 weeks long
O the course will focus on three major techniques

Reference Answer: @

® no, my Taiwanese is unfortunately not
good enough for teaching (yet)

® no, although what we teach may serve as
building blocks

©® no, unless you have also joined the
previous course

O yes, let’s get started!
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Linear Support Vector Machine Course Introduction

Roadmap

@ Embedding Numerous Features: Kernel Models

Lecture 1: Linear Support Vector Machine

@ Course Introduction

@ Large-Margin Separating Hyperplane

@ Standard Large-Margin Problem

@ Support Vector Machine

Reasons behind Large-Margin Hyperplane

@® Combining Predictive Features: Aggregation Models
@ Distilling Implicit Features: Extraction Models
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Linear Support Vector Machine Large-Margin Separating Hyperpiane

Linear Classification Revisited
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